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Behavioural traits established through thick descriptions and linked to a given persona are thus 

used to carve out a subpopulation that represents the same persona but within the big datasets as 

illustrated in Figure 9. However, as the figure likewise illustrates, the granularity of most big 

datasets further allows us to zoom in at an aggregate level (Latour et al., 2012; c.f. Kitchin and 

McArdle, 2016). After filtering data according to certain specific behaviours, we can in other 

words aggregate the data of this specific subpopulation together into a more general description. 

In this case, it thereby becomes possible for us to aggregate together each of the identified 

subpopulations representing different personas and on a very general level explore their 

demographic characteristics. By aggregating all users who regularly like and interact with posts 

by the optometry chain and only this chain, it becomes possible for us to evaluate the 

demographic distribution of this persona (gender, age, geographical location, etc.) when active 

on Facebook. Figure 10 constitutes one such aggregated graph that compares the number of 

users belonging to selected personas. Through the blending, these graphs and discoveries 

become extensions of the personas developed from thick descriptions, adding a new layer of 

more general traits to these analytical categories along with insights into how each of the 

personas behaves in the digital world. 

 
Figure 10: Almost half of all users who visit opticians on Facebook carry traits of loyal customers, that is, 
people who interacted with a single optician over time (on several interaction occasions). This correlates 
well with our general finding that customers who interact on Facebook have a strong sense of connection 
to their local optician. 

Above we have shown how a persona can be used as a shared analytical object, able to hold 

diverse big-and-thick inputs blended together in a cross space mapping. The greatest difference 

between Examples 1 and 2 is that the latter continuously had to establish a generic space in order 
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to facilitate the blending. Whereas the generic space already existed in Example 1 in the shape of 

both datasets (primarily) covering the same store, in Example 2 we had to develop this generic 

space by carving out subpopulations within our big datasets that consisted of users whose 

behavioural actions to some degree could be assumed to reflect a specific persona. The strength 

of this linking, of course, varies across both different personas and different datasets. However, 

most of the time we have been able to develop a connection that appeared plausible. With this 

generic space in place, we aggregated subpopulations to provide the personas with more 

extensive characteristics. Figure 11 shows how thick-and-big traits in the generic space of the 

loyal persona are blended into a robust persona in the sense that the persona now contains 

aggregate findings from big data and qualitative traits from thick data. Both steps of the blending 

exploit the intrinsic granularity of most big datasets and a key characteristic of big data in 

affording any big–thick blending that one should be attentive to when wanting to blend big and 

thick data. 

 
Figure 11: Ingredients of second blend. 

 

Concluding remarks 

For researchers and analysts, the complementary nature of big and thick data suggests moving 

toward more and deeper integration. Such integration, however, consists of more than datascape 

construction, as suggested in the earlier literature. Further, while scholars have often called for 

greater integration between big and thick data worlds, few have attempted to engage empirically 
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with this suggestion. An important contribution of our paper is therefore to have introduced 

empirical specificity to the much-talked about, but little practiced, process of complementing big 

and thick insights. Through this work, we have shown how big data sources are often thin and 

therefore in greater need of thick data than thick data are in need of big data. An important 

implication of this result is to show how the much-discussed ‘big-data revolution’ might better 

be contextualised as a ‘big–thick revolution’, introducing an new coupling within the method 

repository of the social sciences. 

Under the concept of blending, we have reported on our own experiments for engaging 

analytical insights grounded in big and thick data, conceptually linking insights based on highly 

heterogeneous datasets. Summing up, the big–thick blending methodology proposed here is 

about blending analytical insights derived from complementary big and thick data sources. In the 

two examples we have demonstrated how analytical insights built from heterogeneous big-and-

thick data sources can qualify and guide each other’s focus through blending processes. While 

the methodology can probably be applied for blending other data types, our interest has been to 

show the positive complementary effects that arise from blending insights built from big-and-

thick data sources. 

 Through the second and more advanced example, we also showed how the intrinsic 

granularity of big data plays a key role in affording blending processes between big and thick 

data insights. The example illustrated how the intrinsic granularity of big digital datasets made it 

possible to re-identifying groups (personas, segments, etc.) across different datasets based solely 

on shared behavioural traits, thereby establishing a shared generic space with useable cross space 

mappings. Being attentive to how the unique structures of the underlying dataset exhibit 

affordances for being blended is thus an important part of the proposed method (c.f. Gibson, 

1977). While such blending is far from the seamless — and some would say rather utopian — 

quali-quantitative navigation envisioned to arise from datascapes built on highly granular big 

data by Latour et al. (2012), the blending method underlines the great analytical potential for the 

social sciences offered particularly by big data’s intrinsic granularity. 

 Blending is thus not about blending methods, but about blending insights based on 

distinct types of analytical practices. This is not a common practice for most researchers. A 

principal contribution of this paper is the development of a terminology that encapsulates the 

central elements in bringing together insights from highly heterogeneous big and thick data 

sources. Rapid sharing and blending of insights from the different methods is accomplished 
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through the lines of two (or more) input spaces containing thick and big data analytical insights 

and sharing conceptual associations in a generic space. The blending is then created by 

selectively projecting from these input spaces; that is, the new input spaces and new blending 

processes can follow upon each other, with the blended space of one analysis being the input 

space of the following iteration. Hence, whereas this reassembles the basic dialectic method of 

thesis, antithesis, synthesis ad infinitum, it differs greatly by not being based on opposition and 

conflict (in the hegelian sense), but on complementarity in cross space mappings.    

 Dealing with massive datasets also requires specially developed expertise in the 

same way that the practice of ethnography and micro-analysis of video recordings requires prior 

training. Regarding this background, we firmly believe that blending processes should seek to 

honour these differences in expertise, shifting the focus toward analytical outcomes of diverse 

methods. This praise of distinctiveness is both a condition and a goal. The same conclusion was 

recently made by Elgaard (n.d.), suggesting the iterative and rapid act of slalom as a useful 

metaphor for mixing digital and ethnographic data. While we ascribe to the metaphor of slalom 

in grasping the iterative and rapid process needed when working with highly heterogeneous 

datasets, the metaphor seems less appropriate for capturing the many — and often very different 

expertises — needed in every swing of the slalom toward the bottom of the hill. On this point, 

we therefore join the growing choir of digital-based scholars who suggest that social scientists 

abandon the historical ideal of the renaissance person, bound to the individual but genius scholar 

who masters all methods and theories needed in his lone slalom down the hill (e.g., Marres, 

2013; Ford, 2014; King, 2014; Venturini et al., 2017). 

 

Perspectives and further discussions 

The granularity of big data not only extends from individual action to the aggregate, but also 

along a temporal axis under the description of ‘continuity’. Every single behavioural interaction 

in the vast datasets is thus labelled with a temporal timestamp describing when it occurred at a 

resolution of seconds or even microseconds (Uprichard, 2012; Golder and Macy, 2014; Kitchin 

and McArdle, 2016). By using this temporal granularity, we are able to craft coherent trajectories 

across multiple datasets which makes it possible to link thick descriptions of Emma directly to 

her path and shopping preferences. Traits can be compared against other groups or interviewed 

customers, which allow complementary and comparative traits to be built from thick descriptions 

against general aggregated traits built from big data. 
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On this basis, we propose an illustrative theoretical model of the big–thick blending 

methodology. The model (Figure 12) shows the ability to zoom in on the behavioural granular 

level, by blending big and thick data through analytical processes. The model also incorporates 

the sequential extension and continuity of people’s trajectories that can be understood through 

linking. The model is tentative; future studies could investigate how the behavioural and 

temporal dimensions of granularity can be further explored. 

 

 

 
Figure 12: Model showing how behaviour recorded into big datasets extends along the axes of granularity 
and continuity. 
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Abstract 

New forms of digital data come with new opportunities and constraints for participation in IT 

design. Specifically, future-oriented participatory design processes are challenged by how new 

digital datasets shape work practices even before the design intervention. In this article, we take 

the stance that this challenge is best met by conceptualizing data as an active participant. The 

argument draws on the socio-material sensibilities of actor-network theory, as a way of thinking 

through the contributions of non-humans to design. The paper demonstrates how this can occur 

via field encounters at three sites of knowledge production. At each site digital data, with its 

relational and continuous nature, overflows any stable infrastructure and reconfigures 

professional identities and skills along the way. Rather than simply ‘adding’ data to design 

processes as a stabilized non-human entity, we argue that the influx of new digital data in 

knowledge work results in an ongoing infrastructuring that must be taken into account in co-

design processes. These are participatory dynamics that are present before design interventions, 

which challenges any assumption of IT design linearity. 

Keywords: Digital data, Infrastructuring, Temporality, Participation, ANT 

 

Introduction 

New forms of digital data come with new opportunities and constraints for the design of 

information technologies (IT). This is due in part to relational and continuous data increasingly 

made available through social media APIs, administrative registers and other databases that 

collect our digital whereabouts. These data are sometimes assigned new agencies and 

‘disruptive’ abilities under banners such as ‘big data’. In this paper, we ask what such digital 

data agencies are more specifically, and what they mean for the notion of active participation 

central to the tradition of participatory design. 

Participatory design (PD) scholars have recently called for a more thorough engagement 

with the question of what might constitute participation in design processes (Halskov and 

Hansen 2015; Saad-Sulonen et al. 2015; Vines et al. 2015). We suggest that re-opening the 

participation category is key for taking into account the agencies of new digital datasets. Digital 

data prompt ongoing re-construction of information infrastructures due to their relationality, 

which makes it possible to merge diverse datasets with an infinite number of possibilities, and to 

their continuous nature, which means that updates of datasets are continuously streamed out to 
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users. This ongoing infrastructuring is shaped by dataset contingencies that unfold in a 

temporality not always captured by human-centric design processes. In participatory IT design, 

these dynamics can be taken into account by conceptualizing data as an active participant, based 

on the sensitivity to nonhuman agencies found in actor-network theory (ANT).  

In the following, we first provide theoretical background, arguing that ANT-inspired 

work in Science and Technology Studies (STS) on the liveliness of data can integrate with recent 

work on infrastructuring in participatory IT design. We then explore this potential through short 

ethnographic visits at three sites of contemporary knowledge production utilising new digital 

datasets. Finally, we discuss and specify the consequences of digital data agencies for 

participatory IT design. 

Participatory IT design 

The question of non-human actors, specifically new computer technologies, has been a central 

one in participatory design since it was developed in the late 1970s. Against the background of a 

heavy reconfiguration of work practices initiated by the introduction of computer technologies, 

designers and labour unions collaboratively framed the work practices of the time as an object of 

participatory design. Participatory designers thereby took on the task of setting the stage for 

enabling the workers to participate in designing their future work practices, taking the stance that 

the workers had the democratic right to participate and could be designated the skills to do so 

through participatory design methods and events (see, for instance, Greenbaum and Kyng 1991; 

Schuler and Namioka 1993; Simonsen and Robertsen 2012). 

Today, professionals face a new generation of computer technologies, marked by the 

abundant availability of digital data sources. Contemporary work practices are being transformed 

as digital datasets become increasingly central. This fosters a renewed urgency to the question of 

how to render the design of IT practices participatory. But the situation differs from the 1970s. 

First, the participants in the original PD wave primarily consisted of skilled and unskilled works. 

The work practices being reconfigured today are those of knowledge professionals trained in 

strategically reflecting on and adjusting their work process. Second, computer technologies in 

conventional PD were about changing the existing setup. In digital data–intensive sites of 

knowledge production, data actively open and close entirely new institutional and personal 

possibilities. Third, the computer technology of conventional PD was material in the original 

sense of the word, meaning that it consisted in the design of concrete machines and interfaces. 
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Digital data as a technology are, in this sense, much less tangible and distributed across multiple 

systems and locations, which makes delineating and forming an alliance around it more difficult. 

As a response, participatory design processes have begun to include data as an important 

material inside the design process. Data are increasingly an object being designed upon, rather 

than an object being designed from (e.g., Driedger et al. 2007; Michener et al. 2012; Mattern et 

al. 2015). With this change in role, data become “simultaneously technical and semantic” 

(Karasti 2014, 141) and contribute to the ‘infrastructuring’ of the design process itself. New 

digital data can, in other words, be understood as contributing not only to specific design 

decisions, but also to the process at hand, continuously opening and closing possibilities for how 

the design process can unfold. This view of data as infrastructuring the design process changes 

the question of time. As Karasti has pointed out, an ‘infrastructuring’ perspective means that the 

participatory process is “constantly ‘becoming’” (Karasti 2014, 142). Such an ‘ongoing 

infrastructuring’ (cf. Bjögvinsson, Ehn, and Hillgren 2012, 114; Löwgren and Reimer 2012, 40) 

raises a question not just of how to facilitate a design process that is suitably continuous for 

human participants, but also of what it means to include data as an active force in such 

processes. 

Agencies of digital data 

Ongoing infrastructuring involves a widening of when and where infrastructuring is understood 

to take place, but also which actors are understood to be affected by, or take part, in 

infrastructuring activities (see, for instance, Pipek and Wulf 2009; Ehn 2008; Björgvisson, Ehn, 

and Hillgren 2010; Le Dantec and DiSalvo 2013). In formulating answers to this re-opening of 

the question of what constitutes participation, scholars in participatory design have turned to the 

material-semiotic sensibilities of ANT. The result has been an understanding of participation as 

itself a ‘matter of concern’ as things are being destabilized and problematized through the design 

processes (Andersen et al. 2015; cf. Latour 2004). Notions such as ‘cosmopolitical design’ 

(Yaneva and Zaera-Polo 2015), ‘thinging’ (Binder et al. 2015), ‘compositionist design’ (Munthe-

Kaas and Hoffmann 2017; cf. Latour 2010) and ‘designing things together’ (Storni et al. 2015) 

all urge us to probe into participation as an unsettled and precarious outcome of socio-material 

design practices. 

In these unsettled design spaces, the ANT trope of distributing agency to humans and non-

human alike, prompts us to consider how also non-human actors, such as objects, techniques, 

concepts and so on, might be participants in the design processes unfolding. While the repertoire 
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of participants in PD have traditionally consisted primarily of future human users invited into the 

process based on their imbued democratic right to influence design processes that might affect 

their lives, the ANT-inspired approach invites us to extend this repository to include non-human 

actors such as digital data. 

This invitation raises the question of how best to take such non-human participation into 

account. Specifically, in relation to participatory IT design, there is the question of how to 

conceptualise digital data as a participant. Ruppert and colleagues argue that rather than 

“occupying a ‘space of flows’ or a virtual informationalized world”, digital data should be seen 

as “a materiality that is ‘alive’, embodied and mobile” (Ruppert, Law, and Savage 2013, 28). A 

similar argument is proposed by Marres and Weltevrede (2013), suggesting the ‘liveliness’ of 

data as a vantage point for our engagements and studies of digital data. Approaching digital data 

as themselves embodied and mobile, even ‘alive’, requires us to extend our understanding of 

infrastructuring to a process that goes beyond the human intentions behind the information 

infrastructures, consequentially demanding us to focus on digital data as an active participant in 

the formulation of design goals to which infrastructuring activities seek to respond. 

Describing data as ‘alive’ and even ‘lively’ participants in design processes does not, however, 

in itself answer how data agencies unfold in practice. While data might be ‘lively’ or ‘alive’, it 

cannot be the intention to advise participatory designers to treat data as one would treat another 

human participant. Instead, there is a need to focus on concrete data practices and how data may 

come to be understood as an actor in them (Ruppert 2013; Flyvebom and Madsen 2015). 

However, despite calls for more specific and empirically engaged studies of data, ANT-inspired 

data scholars have predominantly contributed at the theoretical and programmatic level (e.g., 

Savage and Burrows 2007; Venturini and Latour 2010; Boyd and Crawford 2012; Latour et al. 

2012; Blok and Pedersen 2014). In order to contribute to the question of IT design, it therefore 

seems important to be able to combine theoretical arguments about data as alive and lively with 

an empirically-driven path of inquiry, the results of which can inform design choices and design 

processes.  

 

Ethnographic investigations of new data practices 

In the following section, we take a brief tour of three knowledge production sites where digital 

data today play a crucial role: a data journalism newsroom, a university research office, and a 
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business consultancy. All three sites are populated by what could be termed ‘data innovators’ — 

knowledge professionals for whom engaging with new digital datasets are an integral part of 

their work. Although the output of their knowledge practices is diverse, ranging from news 

stories to strategies and research papers, data understood as both an initiator of work and an 

important resource in the final product are common to all three sites. In other words, all three 

encounters tell stories about organisations and people, where new digital datasets play a key role, 

which makes them suitable sites for tracing agencies of data. Indeed, the sites were selected for 

this purpose based on the knowledge workers’ interest in a new digital dataset developed as part 

of a sociological study of power elites in Danish society (Ellersgaard and Larsen 2015). 

Our ethnographic data were collected in the period between December 2015 and March 

2016. All three authors acted as interviewers and observers. At least two of us were present at 

each individual site. The main data consist of three semi-structured qualitative interviews, in all 

cases about an hour long. The interview data are corroborated by on-site observations of data 

practices and work environments and various relevant documents. In order to interpret the data 

collaboratively, we wrote up and analysed the material in shared online documents. In analysing 

our material, we focused on the notion of the liveliness of data as laid out above: How did this 

proposed liveliness of data come about? How to describe this liveliness more specifically? And 

what did this liveliness of data do in the practices of knowledge production unfurling at each of 

the three sites? The next few pages consist of ethnographic stories based on this process, 

describing the liveliness of data at three sites in turn. We use pseudonyms to protect the 

anonymity of the people we interviewed and observed. 

At the data journalism newsroom: Combining data to unveil misuse of power 

In late 2013, a Danish broadcasting corporation decided to create an editorial office dedicated to 

what has recently become known as data journalism. Stine was hired as the editor-in-chief. It is now 

late 2015 and Stine is showing us how the journalists, programmers and graphic designers in her 

editorial office work with data. Data journalism, we learn from Stine, is about asking datasets 

journalistic questions in much the same way as you would pose them to traditional journalistic 

sources. When asked why the broadcasting corporation decided to dedicate resources to data 

journalism, Stine stresses how “all media today are [engaged] in the search for credibility. And data 

journalism might be one of the keys for unlocking credibility.” Accordingly, the editorial office is 

dedicated to investigative journalism and Stine emphasises how this type of data journalism is 
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particularly well-suited to unveiling misuse of power. 

The datasets used by Stine’s team are constructed by requesting documents from relevant 

public sector organisations, scraping the web, pulling data from Statistics Denmark, locating key 

figures and repurposing survey data. This collection of datasets is, however, far from 

straightforward. Stine explains how datasets are commonly ‘polluted’, incomplete, or in formats 

that render them difficult to work with. The cleaning process involves removing obsolete 

metadata or aggregating data into new and more meaningful analytical units. Stine praises 

especially one of her journalists for his willingness “to go through fire and water” to clean, 

complete and repurpose datasets. 

While this data cleaning is time-consuming work, Stine smiles as she tells us about the 

joy of getting her hands on the outcome of the process, what she terms a ‘raw’ dataset. She 

compares it to the moment when one gets one’s hands on the critical document that makes the 

case for a given journalistic story: “You know — it’s this thing where you want to see it, you 

want to smell it, and you want to taste it!” What she defines as ‘raw’ does in this sense not refer 

to original or un-touched data (cf. Gitelman 2013). Rather, Stine understands raw data as the 

moment where prior traces of engagement with the dataset have been removed, allowing the data 

to enter into the greater infrastructure of the newsroom, ready for journalists to insert new 

interests into the dataset and craft a good story. 

Stine underlines how the novelty in data journalism does not lie in these datasets 

themselves. In her view, most of the data sources are by themselves quite conventional. Rather, 

it is the linking of diverse datasets that is novel, which is made possible by the traceability that is 

intrinsic to digital data (Latour 2010). Stine claims that this traceability allows for combinations 

of data that allow “you to see a new reality that you would not have seen otherwise”. Through 

the requesting and linking of datasets, the journalists are continuously in the midst of 

constructing a data infrastructure constitutive to their work as data journalists. The journalists are 

mobilising and combining datasets in order to write ‘credible’ stories that will allow them to 

answer questions that they otherwise would not be able to respond to. 

Through the laborious cleaning and repurposing of datasets, data are also incorporated 

into the newsroom infrastructure, consequently prompting an ongoing infrastructuring of any 

specific data source. From the point of engaging with a new dataset, the editorial team becomes 

more and more bound to the tasks of moving on with this particular dataset: first by putting in 

the work to retrieve the dataset, then by cleaning and repurposing the data, and finally by 
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‘smelling and tasting’ the dataset, attempting to identify what new knowledge the data offers, 

and how it can be used. 

There is thus an element of path dependency, or lock-in, once such data ‘intimacies’ are 

established (cf. Farías and Wilkie 2016). This path dependency even extends across individual 

projects, with every update of the available dataset prompting the reuse of the tiresomely 

assembled infrastructure of procedures and expertise on cleaning, analyzing and visualizing this 

particular dataset. When mobilizing new datasets, Stine and her team are in other words also 

themselves mobilized by the data, which now participate in shaping and directing their future 

work. 

While data thus become a focal point in the newsroom infrastructure, data do not flow 

seamlessly through pre-established infrastructures. When asked for a typical workflow in the 

editorial office, Stine maintains that no typical pattern of data flow exists. To Stine, digital data 

are always situated in the sense of having been worked up in connection with specific 

assumptions and concerns. These assumptions and concerns prevent a singular flow of data 

between data sources and work practices in the newsroom. Even the ‘raw’ datasets, defined by 

their lack of prior engagement should in Stine’s view be reused with reservation. Through her 

account of how the data journalism newsroom works, Stine suggests that digital data remain 

closely bound to specific times and places of the data sources and work practices. 

At the research office: Using network data to explore power in social structures 

We meet up with Anders in his office at a Danish university in early 2016. He has recently been 

employed as assistant professor and according to the online presentation of him on the university 

website, he “frequently deploys social network analytic tools, which he finds produces not only 

pretty pictures but also deep insights about how social structure works.” While the newsroom 

described above made use of digital data in order to unveil misuse of power, Anders’ research 

focuses on how power works in social structures. In these endeavours, Anders’ use of digital 

social network analysis has slowly taken over his former preference for deploying qualitative, 

‘analogue’ methods. Anders explains how this shift is closely linked to his research interest in 

power and social structures. To make his work matter, he needs to build his arguments through 

something stronger than qualitative empirical materials. As he puts it, “There are a lot of things 

you cannot do if you do not have data”. As such, Anders’ actions as a researcher are shaped by 

the ongoing advent of new data opportunities to explore. 
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In handling diverse questions and roles as a researcher, Anders highlights how his use of digital 

data and tools for social network analysis works as a way of “organising data in an otherwise 

busy daily grind”. Anders exemplifies the point by referring to a colleague, who spends one 

week deeply enmeshed in his qualitative historical materials, only to lose his familiarity with the 

data when he is pulled out of this work by other pressing tasks the following week. According to 

Anders, it can be a great relief and a strength if such qualitative materials can be transformed 

into digital datasets, because it allows one to move more easily between an ongoing analysis and 

other research and teaching tasks. 

Learning to manoeuvre such opportunities and obstacles requires that Anders and his colleagues 

develop new researcher competencies specific to the task of working with new digital datasets. 

But new competencies are not enough. Continual adjustment to the busy schedules of other 

people and institutions is also required. Anders’ primary access to new datasets goes through 

close tech-savvy colleagues and governmental institutions from whom he often requests new 

datasets or sub-sets of full datasets from. 

However, the appearance of new data sources does not always fall easily into the routines of 

these actors. Anders tells us how a long-forgotten data request suddenly had been returned by a 

public servant, who due to an election campaign period (in which many tasks of public servants 

are paused) now suddenly had abundant time on his hands to discuss data availability. Anders 

was invited for coffee, and subsequently provided with the long-desired dataset. 

The story illustrates how the ability to mobilise and link data from many, often heterogeneous, 

data sources is central to Anders’s work. At times, Anders has postponed new data for days or 

even weeks, feeling that he was making too many requests of his colleagues. The ongoing 

appearance and infrastructuring of new data sources extends beyond what Anders can master 

alone, forcing him to ally with actors able to bring about and infrastructure these new data 

sources into his workflow. For this reason, the data work cannot rely on a stable infrastructure, 

but must be built around co-produced competencies and local strategic alliances. 

At the business consultancy: Mapping organisational landscapes with data 

Torben is a business consultant. In 2012, he and two colleagues established their consultancy 

that, according to their website, “helps transform the [client] organisation and what it does, so 

that it can better adapt to its future”. In doing so, professionals at the consultancy map the social, 

cultural, political and historical landscapes that the client organisation is situated in; mappings 

are increasingly worked up on the grounds of new digital data sources. In contrast to both the 
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data journalism newsroom and the research office, where the journalists and the researchers were 

directly involved in the mobilisation of data, Torben stresses his dependency on partnering 

analysts. These analysts compile, analyse and visualise large quantitative datasets about 

primarily social networks or patterns of human interaction. Accordingly, Torben seldom deals 

with numbers organised in spreadsheets and databases, which he describes as “raw datasets”. 

What lands on his table are data visualisations produced by data analysts. 

Torben’s main task is “to translate data into something that our clients can understand 

operationally”. This means that Torben does not simply order a specific data visualisation based 

on wishes from a client organisation. Rather, Torben works iteratively among analysts, the 

interests of client organisations, available data and his own experiences with making data 

operationally usable: 

If we have a visual map showing a given number of interactions, for instance, I always 

ask the analysts: “Does this imply that…?” Then the analysts say, “Yes!” Or they say, 

“No, it does not!” 

Such negotiation is not only taking place between Torben and the analyst. The analytical 

potentials of the social network data are also realised iteratively and in an open-ended fashion 

together with the client. In the work at the business consultancy, data are not simply used to add 

to the contours of a predefined organisational landscape, nor does it dictate what organisational 

landscapes are possible and impossible to draw. To quote Torben again: “We say to our clients: 

‘This is the answer given by the algorithm. How do you see it?’” The data visualisations can thus 

be said to open a space for interpretation and negotiation, and new combinations and relations. 

In this manner, digital data travels back and forth among consultants, analysts and clients 

through a process of negotiation in which a landscape of the organisation is created and agreed 

upon. Such temporal considerations are new to Torben and lead him to reflect upon the different 

ways that one can come to matter as a business consultant: 

You can take on the traditional role of just presenting your four slides, which you 

always present and then leave again. You can be explorative and solve an explorative 

problem. You can confirm what the client organization believes to already know. Or 

you can support how specific parts of the organisation views the world. You need to 

know where you are in the organization. 
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When Torben emphasises the need to situate his interventions through knowing “where you are 

in the organization,” it also applies to his emerging craft of using new digital datasets and data 

visualisations. Torben does not suggest that digital data will flow increasingly more seamlessly, 

or that data visualisations over time will become increasingly more solid maps of organisational 

landscapes. While the back-and-forth negotiations among Torben, the data analysts, and the 

client, require that data are infrastructured into agreed-upon workflows, the demand that data 

should be able to adapt to changing organisational agendas means that the infrastructure remains 

open and unstable. 

This collaborative engagement takes shape as an ongoing and highly dynamic infrastructuring in 

which shifting datasets play a key role determining what landscapes can possibly be drawn. This 

permeates Torben’s work with clients, where data visualisations are used to engender 

discussions about potential futures of the client organisations, rather than clear-cut depictions of 

their organisational landscape. A strategy that, in turn, creates new and different data 

opportunities and infrastructural needs. 

Discussion 

The three ethnographic encounters demonstrate a wide distribution of agency and a high level of 

contingency when it comes to new digital data practices. For Stine in the newsroom, it was not 

the datasets themselves that gave novelty to the newsroom’s work, but their combination, and the 

opportunities to reconstruct journalistic credibility with data. At the research office, Anders’ 

work with new digital network data was very much dependent on the social lives and schedules 

of data providers and technically skilled colleagues. And for Torben at the business consultancy, 

new digital datasets only took on meaning in an iterative and collaborative workflow around the 

crafting of data visualizations. 

 The distributed and contingent character of the data work were visible despite the 

briefness of our ethnographic visits, which cannot but hide from our view much of the possible 

prior or subsequent data engagement. Constructing a more linear account, following how data 

travel through time from data collection or encoding to data visualization and dissemination, 

would, however, come at the risk of cleaning up the temporal dimension. 

Our more punctual view foregrounds how new ‘data opportunities’ emerge without any 

temporal stability, demanding an ongoing and highly flexible infrastructuring effort to succeed. 

The continuous flow of new, freshly timestamped, data points that characterises most new digital 
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data sources (Uprichard 2012; Kitchin & McArdle 2016), is in this way mirrored in the need for 

infrastructuring. Such flows present a constant potential of new combinations that lead to new 

analyses which can then become products in the business consultancy, news stories at the public 

service broadcaster, or scientific papers at the research office. 

One way in which participatory IT design can come to better take into account the 

agency of new digital data, then, is to recall the Latourian advice “do not freeze-frame” (Latour 

2005a; see also Latour 2005b, 19). If digital data are to be taken on-board as an active participant 

in design processes, it must be recognized how, in an age of digital datasets, continuous and 

never-final infrastructuring tend to be an integrated part of the process (cf. Karasti 2014). Such 

ongoing flexible infrastructuring breaks with the ‘linear project time’ central to conventional 

participatory design processes, because digital data take part in the very framing of who comes 

to be seen as participants and what the design needs are. As we saw when visiting the three sites 

of knowledge production, ongoing data infrastructuring comes with an ongoing reshaping of 

work practices and shifts in professional competencies. The ‘lively’ character of digital data lies 

not least in how it prompts new configurations, and with them, new potentials for participation. 

What seems to be of special importance when inviting data into the design process is to 

go beyond an infrastructuring perspective built around human actors, who more or less 

intentionally delegate their idea of what constitutes ‘good’ working practices into IT 

infrastructures. While both human and non-human actors can arguably be mobilized as 

participants in processes of infrastructuring — and in design processes in general — the data 

agencies that mobilise other actors, including human ones such as our knowledge professionals, 

to act in new ways, overspills the conventional participatory design process. 

One consequence of recognizing data as an active agent in the refashioning of 

contemporary working practices is a challenge to the timing of participation. Participatory IT 

design in an age of continuous and relational digital data can no longer solely be about future 

work practices, but must also deal with ongoing work practices in which contingent socialities, 

materialitites and temporalities are continuously connected and disconnected. As we have 

shown, it is in the making and un-making of such connections that new skills, professions, and 

participants may or may not arise. The participatory designer has an important role to play here 

in order to make such processes more transparent and to raise worksite-specific debates about 

what might constitute desirable and participatory reconfigurations of situated work practices. 
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Conclusion 

Today, new digital data are increasingly assigned transformative power under banners such as 

‘big data’ and ‘digital traces’. In IT design there is still a tendency to treat digital data as a 

passive actor, simply flowing through what is often imagined to be large and stable IT 

infrastructures. In this paper, we have put forward the proposal that participatory design 

scholarship has the important task of finding a middle ground between these extremes. Such a 

middle ground should be able to accommodate digital data as an agent among others in IT work 

practices and design. Drawing on new theoretical developments and our own explorative 

empirical work, we propose that when including digital data as active design participants, a 

temporal shift towards ongoing infrastructuring is of special importance.  
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